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Field evidence from faults containing pseudotachylytes has revealed
cyclical episodes of frictional melting, ductile deformation, and overprint-
ing at a later stage by a new generation of pseudotachylytes. Here we
connect these cycles to earthquake dynamics using a development of a
discrete element model with solid grains that can melt during frictional
heating and viscous melts that can bond through solidification during
cooling. A new earthquake episode initiates with the crushing of bonded
clusters once the bond strength is exceeded, with frictional shear heating
being activated again. We explore the competition between melting and
solidification in terms of phase transitions using scaling laws dependent on
the characteristic times for melting, thermal diffusion and loading rates.
A phase diagram is constructed that is capable of explaining the tendencies
towards pseudotachylytes associated to cataclasites or mylonites, depend-
ing on the fault conditions (its depth and thickness, crust motion and
ambient temperature) and the mechanical and thermal parameters defining
the grains within the fault and the host rock.

Keywords: fault dynamics; pseudotachylytes; discrete element method;
phase transitions; melting; shear localization

1. Introduction

The production of melts within localized shear zones during faulting can become
critical for fault dynamics [1-6]. Once formed, melts can act either as a coseismic
fault lubricant [7,8] or as a viscous brake to the earthquakes [9]. Faults present
rheology that strongly varies with depth [10]. In that respect, faults with evidence of
melted material in the form of pseudotachylytes may be a reliable indicator for
ancient seismic activities in exhumed faults [11-14]. Various studies of frictional
instability and thermal runaway have been based on a macroscopic energy balance
between heat production in the slipping zone and heat diffusion across fault wall
rocks [15,16], and Veveakis et al. [17] discussed the significance of the Gruntfest
number in their analysis of thermal runaway during landslides. Veveakis et al. [18]
demonstrated that the Arrhenius temperature dependence of the friction law
does not favor the prediction of thermal runaway in sheared faults.
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Exhumed pseudotachylytes from Central Australia have revealed cyclical episodes of
frictional melting, ductile deformation, overprinted at a later stage by a new
generation of pseudotachylytes [19]. Two types of pseudotachylyte rocks have been
distinguished, including pseudotachylytes associated to cataclasites [20] and
mylonites [19]. Pseudotachylytes associated to cataclasites support the model of
Sibson [11], which describes the transition from elasto-frictional solids to viscous-
plastic shear zones. The presence of mylonite-associated pseudotachylytes favors an
alternative model, first proposed by Hobbs et al. [19], which describes the nucleation
of ductile instabilities that allow the transition from unstable to stable flow in crustal
rocks. An alternative model to interpret the association of pseudotachylytes with
mylonites is downward propagation of seismic ruptures in the lower crust [21]. Here
we develop a micromechanical approach to construct a general phase diagram
dependent on the characteristic times for melting, thermal diffusion, and loading
rates, at this stage without accounting for crystal-plastic deformations that possibly
dominate in deeper faults [22].

The development of melt within the faults can be associated with critical
weakening factors. Such factors have been studied at the scale of laboratory tests.
Spray [23] showed in experiments performed on solid granite that grain comminution
is a precursor to friction melting. Through experiments with solidification of melted
asperity contacts prior to bulk melting, Tsutsumi and Shimamoto [24] proposed that
the initial peak in friction was due to welding of the asperities. Recently, Di Toro
et al. [8] carried out experiments on solid rocks to measure rock friction in the
presence of melts under seismic slip conditions. Using theoretical studies with the
consideration of the rate and state friction law, fault weakening was associated with
either flash heating involving localized asperity melts [5], or global melting [18,25].
Finally, numerical models using the discrete element method (DEM) have been used
to study fault localizations with a focus given to comminution [26,27], stick-slip
driven by local force chain buckling between the grains [28], and the thermal
convection arising from the dispersed granular motions and temperatures within
the fault [29]. The method of Rognon and Einav [29] is specifically relevant to the
current paper, in that it accounts for heat transfer between grains. However, this
work did not consider aspects of heat generation and subsequent melting processes,
which are critical to pseudotachylyte rocks. Here this method is extended with added
details accounting for the melting of the grain surfaces, melt viscosity, solidification
of melts, and deboning of the solidified melts. In this Meltable-DEM model, heat
generation comes from intergranular viscous damping and most importantly from
intergranular friction.

2. Dimensionless numbers

We start by identifying the key parameters for an idealized fault model accounting
for thermal diffusion and mechanical stick-slip dynamics. The fault under consid-
eration is located at a depth H, with a fault core thickness /, as shown in Figure la.
The mechanical boundary to the fault layer is imposed via a spring—dashpot system
with a spring stiffness Kp and a damping factor np. The spring stiffness Kp is here
taken as Kp = G/H, with G being the shear modulus of the rock. A constant dragging
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Figure 1. Model schematics: (a) rock mass with a fault located at depth H, with thickness 4,
and ambient temperature 6; (b) boundary conditions for the Meltable-DEM with the spring—
dashpot system representing the intact rock above the fault, d denoting the average grain
diameter, o,, being the effective vertical stress, g, denoting the heat flux diffused to the
environment and Kp, np and vp referring to the Earth’s crust parameters including the
effective shear stiffness, the damping dashpot constant and the dragging velocity, respectively;
(c) grains with molten layers.

velocity of the mass center of the intact rock, vp, is assumed to capture the stick-slip
response as a model feedback (i.e., here the stick-slip develops naturally due to
micro-thermomechanical processes at the particle scale). The shear stress inside the
fault core builds up by the continuous movement of the intact rock. As the shear
stress increases above a certain shear stress threshold 7, a slip event initiates, and the
elastic energy stored within the surrounding rock releases (captured by the rebound
of the spring Kp). As a result, the localized shear deformation within the fault
introduces frictional dissipation, which rapidly elevates the fault core temperature.
On the other hand, this tendency towards higher temperatures is balanced by the
heat exchange between the fault and the surrounding, defined via ¢, =k, 6 — 6y)/h,
with ¢, ks, 0, and 6, being the surface heat flux directed outwards, the thermal
conductivity of the rock, the average fault temperature and the ambient temperature,
respectively.

The fault material is characterized by grains with an average diameter d, where
d < h. The material parameters of the grains include: p = density; k, = thermal
conductivity; ¢, = heat capacity; and Af,,=0,,—6, with 6, being the melting
temperature. Natural faults may involve several minerals with a variety of such
parameters [30]. For simplicity, our current fault model involves only a single set of
such parameters, which may reflect an approximated volume average of the distinct
mineral species. To describe such a stick-slip system we choose two dimensionless
numbers, describing the system diffusivity G, similar to the Gruntfest number [31],
and the fault meltability M, as:

g_i_ngth’ M= ty gH

- = _ _ 1
e kA6 tm  CpAOi (1)

Our Gruntfest number, G, compares the time for heat to diffuse to the environment
(cooling time 7,= ,ocph2/ks) with the time taken for the system to increase its core
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temperature towards the melting point (melting time ¢y, = c,A01/(gHvp), with
g=9.8 m/s?). The melting time reflects a simple energy balance between work input
T,Vptm and the storage of heat pc,Af,,. The shear stress threshold 7, may be assumed
to scale with the lithospheric stress o, 2 pgH, since peak friction coefficients tend to
be close to unity [32]. Our meltability number, M, compares the shear time
t; = y~' = h/vp with the melting time #,,. Table 1 presents a compilation of the
required parameters from representative pseudotachylytes. Using the values in
Table 1, Table 2 presents the dimensionless numbers corresponding both to the
geological and simulation scales. Most importantly, the characteristic times in the
simulations have been selected to ensure preservation of the same order of G and M.

3. Meltable discrete element method
3.1. Method summary

Conventional DEM describes the motion of grains using Newton’s law of motion,
while their interaction is represented using mechanical contact laws [35]. An
extension of this method was proposed by Vargas and McCarthy [36] which enables

Table 1. Typical parameters used in the literature.

H 0o O P cp kg h
Ref. (km) O 0 (kg/m)’ (J/kg°C)  (W/m°C)  (mm)
[1] 45 Ay =0 — 0o~ 800 2800 1020? 2 10
2] 3 110-160  750-1280 2500 - - 2-20
[301° 9-11  250-300  657-1726  2600-2709  1090-1186 1-7 6-24
[13] 1.6-7 - - - - - 1-390
[25] 7 210 1000 2700 1000 1.89 5-10
[14] - Ay > 1200 2850 1150 4.92¢ 20-380
[33]¢ 1.6-7 - 750-1400  — - - -
Geological [1,11] A6y, €[357,1500] [2500,2850] [1000,1186] [1,7] [1,390]

scale®

Notes: “c, is evaluated from Sibson [1], using ¢, =k,/(kp) where « is the thermal diffusivity
given in the reference.

Values represent all the minerals mentioned by Di Toro and Pennacchioni [30] with a solid
fraction above 1%.

°ky is evaluated from Andersen and Austrheim [14], assuming k,=«pc),.

4Values from Lin [33] were compiled from multiple sources, as presented in his Table 8.7.
°In addition, the dragging velocity was estimated by the bound given for slow deformation
[34], vp € (0, 107°] m/s.

Table 2. Time-scales and dimensionless numbers used in this study.

ty [ Im g M

Geological scale  [1,00] [0.36, 5.1 x10°]  [3.3,00] [0, 3.4x10%] [5.5x 107>, 0.30]
Simulation scale 107 107!, 10 [10% 104 [1073, 107 [1072, 10°]
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the transfer of heat along grain contacts by a simple Fourier law of conduction, and
has already been applied successfully to the problem of fault shear [29]. We extend
this method to develop Meltable-DEM, starting by adding the heat generation from
friction and viscous mechanical dissipation effects. We capture transitions from solid
to melt and vice versa by partitioning the grains into separate molten and solid
phases; the geometries and time evolution of these distinct phases are simplified to
describe a spherical solid core and a shell-like flash-melt-layer. Contact dynamics
between meltable grains are considered by adding the contribution of melt viscosity
to the overall mechanical interaction. Melting or solidification of isolated grains
evolves either by increasing or reducing the shell thickness A, respectively.
Solidification can further develop a bond between two grains if they have melt-
layers in contact, which results in clustering; such bond clusters can degrade either
through de-bonding or re-melting.

3.2. Details of the method

For a single grain, the evolution of the molten layer thickness A can be obtained by
considering the amount of latent heat, the continuous supply of heat transfer from
the contacting grains, and the heat generation through the grain contacts:

¢

A = R (pLn

if 0> 6, 2)
where R, is the radius of the solid core; ¢ is the rate of change of the heat including
the rates of heat transfer through contacts calculated according to [36], and adding
heat generation calculated using the intergranular mechanical dissipation; p and L,
are the density of the material and the latent heat, respectively. The latent heat was
estimated using L, o« ¢,Af,, consistent with data from [30].

Figure 2 shows one example of the contact dynamics between two grains,
including melt-layers. In the most general case the contact area between two meltable
grains can be divided into three regions: a molten contact region represented by
viscous interaction, a solid contact region by a Hertzian contact, and a bonded
region. The typical models of the normal interaction for different stages of an
intergrain contact are shown in Figure 2a-c; we emphasize that the crossovers
between these stages are continuous. Compared to the conventional Hertzian contact
force, the normal elastic force between the i-th and j-th grains is calculated based on
the effective solid radius R} and the solid overlap 6,=6 —A;— A, as

—E*(asas — abSb)n 8y > 6
Fela — 3 3
" iEwe - s <, ®

Here, ay, a;, and §,, are the solid contact radius, bonding radius and bonding overlap,
respectively. The above equation guarantees the continuity of both the elastic force
FP and its derivative with respect to solid deformation through dF¢#/35, at the
transition between compression and tension. From the classical Hertzian solution,
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Figure 2. Contact interaction between two meltable grains: (a) contact between two molten
layers, including the viscous force F*** = nv, where n and v are the damping factor and relative
velocity, respectively; (b) contacts with interacting solid cores, including the elastic force F©#

using the Hertzian law and F*'; (c) formation of bonds by a solidification process, with the

bond radius ap, including the ultimate bonding force FU = raloV, modification of the

Hertzian law to include the bonding effect F'%, and F', where oV is the material strength;
(d) 3D representation of the last scenario, where A, R,, a and a, denote the thickness of the
melt-layer, the radius of the solid core, the overall contact radius, and the solid contact radius,
respectively.

the effective elastic modulus is expressed as

41— 1= 77!
l ]

The heat transfer through the contact is calculated based on the total contact radius
a = ~/R*§ accounting for all three contact regions shown in Figure 2d, where R* is the
effective radius. The heat flux between the i-th and j-th grains can thus be defined by
¢;=—2aky(0;—6;) [36,37]. We use the same conductivity for both solid and molten
phases, in order to consider the lower bound of the cooling time since melts are known
to have reduced conductivity [30]. The intergrain friction coefficient used in this study
is set to u =0.5. Along contacts involving melts the friction coefficient is removed due
to the lubrication effect of the melted compositions [8,38]. Viscous damping then
provides an alternative but significantly reduced heat generation source, associated
with a marked transition from friction-dominated to viscous-dominated flows. Also,
melt viscosity at the contact-level is assumed constant with temperature, n~ 1 Pa.s,
while we also ignore possible viscous-lubrication effects from squeezing of melt due to
high contact forces. On the other hand, at macroscopic fault-level the increase in melt
volume by our model may consistently explain the decrease in macroscopic viscosity
with fault-average temperatures observed in [1,2,14].

In our method, solidification in the form of bonding develops when the sum of
the melt thicknesses of two contacting grains reduces, i.e., A+ Aj < 0 (as expected
during cooling). After such a bond has been created, the bonding area can either
shrink via melt growth or further grow via additional cooling. Assuming the bond
area initiates from the center of the solid contact region during the solidification
process, the radius of the bond a,, between the contacting i-th and j-th grains can be
calculated by:

ap = \/R*8p, where §, = — /(A,— + A, VH(84)dt, ®)
t
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where &, is the solid overlap portion attributed to the bond, ranging from 0 to §,. The
second part of the equation derives from the compatibility between solidification and
bonding processes at the interface level; for that purpose we have introduced the unit
step function H(3,), i.e., enabling a change to 8, only when the solid contact is
present. The resulting solid bond can sustain tensile and tangential forces (F,, and F)),
and rolling and twisting moments (M, and M,,), up to rupture defined by a Mohr—
Coulomb type of failure criterion accounting for all of these four loading modes. The
bond failure criterion depends on a single strength threshold parameter, 0. The
system was found to be only weakly sensitive to this parameter for all values between
0.2% and 2% of the bulk Young’s modulus.

4. Simulated faults
4.1. Typical stick-slip cycle during the DEM simulations

A three-dimensional representative volume element containing 5,000 or 10,000 grains
has been subjected to loading as shown in Figure 1b. Stick-slip is then observed to
occur naturally during our simulations with consideration of melting. Consistent
with Spray [23], slip initiates through comminution of clustered “super-particles”
(here formed during the previous stick process involving melt-solidification). As a
result of the thermomechanical contact rheology, those super-particles are left to
develop individual geometries, each having a unique agglomerated shape comprising
any possible number of spherical units. The boundaries are fully periodic for grain
motion; for grain temperatures they are periodic only about the four orthogonal
faces to the fault plane, while on the other two faces heat flux is controlled by ¢,. The
damping factor np is set to be sufficiently small to simulate the fraction of energy
radiated by earthquake waves when the shear rate is significantly high, and this
mechanism only serves for stabilizing the solution during high slip velocities. A long
simulation time is required to capture the cyclic behavior over time. Since the time
interval between natural earthquakes is rather long, for the simulations material
parameters have been chosen to reduce the computational time implied from the
geological parameters listed in Table 1. As demonstrated in Table 2 this was achieved
by selecting smaller values of ¢, and A6y, and larger values of vp to get shorter 7,
without altering the order of magnitude of the dimensionless numbers G and M.

4.2. System behavior and cyclic melting

The results from 24 simulations are shown in Figure 3a, with a symbol categorizing
whether they belong to different observed phase regimes. In Figure 3b, three typical
evolutions of shear stress and the average fault temperature are plotted over time.
Each of these three simulations belongs to a different phase regime, with responses
that are clearly distinguishable. Those three phases denote: (i) a fully melting regime,
where the grains are not able to cool down and solidify between two consequent slip
events; (i) a cyclic melting regime, where the average temperature is rising
sufficiently to cause grain melting during slip, but the system can sufficiently cool
down between the slips to form new intergranular bonds; and (iii) a non-melting
regime, with a typical low-amplitude stick-slip behavior without any grain reaching
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Figure 3. (a) Phase diagram of cyclic melting in faults plotted using two dimensionless
numbers, M and G. Data points show results from a range of Meltable-DEM simulations,
with symbols referring to various types of observed system responses. Dashed lines are the
three conditions, Equations (6)—(8), resulting from scaling considerations. Shaded areas
designate one order deviation from the ideal scaling laws. Arrows show the system dependence
on the various material and environmental parameters. (b) Time evolutions (¢) of the
normalized average fault core temperature, (6 —6,)/A0y,, and shear stresses, t/o,,, from three
typical simulations, corresponding to points (i) fully melting regime, (ii) cyclic melting regime
and (iii) non-melting regime of the left phase diagram.

the melting point, and therefore without introducing any form of solidification.
Furthermore, these three phase regimes reveal totally distinguishable modes of
motion: (i) the fully melting regime involves viscous dominated motion; (ii) the cyclic
melting regime develops high-magnitude stick-slip motions; and (iii) the non-melting
regime also with stick-slip motion but with much smaller magnitudes. Given the
particulate nature of our simulated fault, all three regimes present intermittent time-
dependent variation in the shear stress, which are mostly neglected from determin-
istic predictions using previous continuum models. Most interestingly, in the cyclic
melting regime, the average fault temperature during the slips (i.e., over time denoted
in the figure as tg;,) rapidly reaches the melting temperature (i.e., mostly over a
shorter time denoted in the figure as ¢, ). In return, a stick phase develops over a time
tsiick, associated with the rise of the shear stress, which is mostly longer than the
thermal diffusion time, #.. Five simulations present intermediate dynamics, and are
marked specially in the phase diagram. In those cases 7. > fgic, 1.€., solidification
evolves after slip but with the cooling time not sufficiently long to reduce the average
fault temperature towards the ambient temperature before the next slip event.

The time is normalized by the simulation shear time in Figure 3b, as t/t,. The
normalized time interval observed between two simulated slip events in the cyclic
melting regime is in the range of At¢/t; = Atvp/h ~ 100. This can be mapped to
geological time interval by selecting appropriate parameters. For example, assuming
geological crust motion of vp=10 cm/year and fault core thickness #=1cm, our
simple model predicts the geological time interval between two earthquakes to be of
the order of Az~ 10 years. It is important to note that our model refers only to a
single active fault independent of non-local interactions with other nearby faults,
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Figure 4. Stages from a typical Meltable-DEM simulation belonging to the cyclic melting
regime, shown in Figure 3b. For each stage from I to IV, the upper subfigure shows all grains
colored by their temperatures, and the lower subfigure shows only clusters colored by the
number of bonded grains they contain.

which represents an underestimation factor to the predicted time interval. The
periodicity of our simulation cell implies simultaneous slip along the entire fault,
which introduces an overestimation factor to the predicted time interval At.
Together, these two competing factors may compensate each other, thus possibly
supporting our model prediction. Also, it is important to note that the prediction of
the local fault model of the near-periodic behavior in regime (ii) does not exclude
aperiodicity at the much larger geophysical scale, which is controlled by the full rock
network beyond our model view.

Figure 4 shows the four typical stages corresponding to simulation case (ii) in
Figure 3b, i.e., in the cyclic melting regime. Each stage is represented by two
subfigures. The first subfigure shows all grains within the fault with color denoting
their temperatures. The second subfigure shows only those grains belonging to super-
particles. A single super-particle includes the agglomerate of all unit spheres
interconnected via solidified bonds; this super-particle is distinguished from the
others in Figure 4 using a color dependent on the number of spherical units it
contains. These four typical stages are repeatedly found during the simulated
earthquakes in the cyclic melting regime, and represent: (I) a cooling stage
subsequent to a slip event; (II) a stick stage where the overall shear stress increases
gradually, but without much topological change to the super-particles; (III) a
comminution stage at higher shear stresses that includes the rapid breakage of the
super-particles; and (IV) a slip stage where the amount of energy released raises
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temperatures towards the melting temperature, followed by a cooling stage already
described as stage (I).

In the cyclic melting regime, just after slip initiation, only a few local melts are
being created at the contact level. Such localized melts have two major effects, first
they locally remove frictional heat generation and second they reduce the overall
shear resistance. This gradually escalates the shear instability due to the growing
disparity between the shear stress in the rock-spring Kp (which was built-up during
the previous stick phase) to the in sifu fault shear resistance (which reduces due to the
creation of the melt). Consequently, the fault temperature reaches global melting,
and thus the shear stress drops with dramatically larger energy release compared to
the non-melting regime scenarios. This is consistent with the thermal runaway
problem in experimental and theoretical investigations [16,18].

5. Phase diagram

Next, we develop scaling laws that are capable of explaining the observed behavioral
differences in Figure 3. Such laws are formulated to detect the conditions to be in the
cyclic melting regime (b), by comparing the four characteristic time-scales, Zyick, Zslip,
tc and !, as shown in Figure 3.

5.1. Thermomechanical conditions
C1 — Slip time longer than melting time

Assuming that the shear stress resistance after melting is much lower than t,, and
that the shear stress decreases linearly with the slip, the condition to stay in the cyclic
melting regime (b) can be formulated to guarantee that the dissipative mechanical
energy produced during a single slip event would be sufficiently large to reach the
melting point of the fault. This is achieved by requiring the slip time to be greater
than or equal to the melting time, fgi, > £5,. The slip time could be evaluated as
tsip = D/(2v"), while the melting time is ¢, = ¢,A0nh/(gHv*). Here, the melting time
r% is local and is thus taken according to the slip velocity v*, and not due to the
dragging velocity vp defining the global melting time ¢#,,,. Also, D represents the total
slip distance for the full shear stress drop, which is related to the reduction of the
stress in the cyclic melting regime as D~ 1,/Kp. Condition CI can therefore be
expressed in terms of the meltability number discussed before:

h
M225, (6)

which is independent of the Gruntfest number G.

C2 — Cooling time longer than melting time

While the previous condition required that the heat generation would be sufficient
for melting, such melting can only be achieved if the amount of heat escaping from
the fault during the slip is not dominating. For that purpose, the cooling time is
required to be longer than or equal to the melting time, as ¢, > ¥ , guaranteeing that

— tm>
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such faults stay in the cyclic melting regime (b). In other words, melting can only
develop if the heat diffusion rate is smaller than the heat production rate in the
slipping zone. Condition C2 can therefore be expressed in terms of the Gruntfest
number discussed before:

VD

Vv

which is independent of the meltability number M. Also notice that the slip velocity
v* is not known a priori, but in any case is much faster than the dragging velocity, as
v* > vp. Notice that Equation (7) does not appear to be a simple form with G> 1 as
l.>1tyn, since we are replacing the overall melting time 7, with the local
counterpart £;. The local melting time represents the actual characteristic time of
the slip. In natural faults, proximity to condition C2 can be connected with
pseudotachylytes associated to cataclasites, since such transitions occur between
brittle and ductile behaviors. It is important to note that our model does not
introduce possible aspects of recrystallization, which may exclude pseudotachylyte
formations where cooling occurs very rapidly.

C3 — Stick time longer than cooling time

Irrespective of the previous conditions dealing with the melting time, staying in the
cyclic melting regime (b) requires that between two consecutive slip events the fault
could cool down back to its ambient temperature. For that to happen the stick time
Lsiick 18 required to be longer than or equal to the cooling time, as #g;c > f.. The stick
time can be evaluated by equating the elastic stress and the peak stress, given as
fstick = Tp/(Kpvp). Condition C3 can therefore be expressed in terms of both
dimensionless numbers as:

®)

In natural faults, proximity to condition C3 can be related to pseudotachylytes
associated with mylonites, which marks the transition between unstable flows to
stable ductile rocks.

These inequalities, as in Equations (6)—(8), are plotted in Figure 3 with the data
points from the simulations mentioned before. The predicted theoretical conditions
define a complete phase diagram that is consistent with the results provided by the
Meltable-DEM simulations. The lines shown correspond not only to the actual
parameters used for the simulations, but also to their equivalent natural earthquake
parameters, defined by Kpp~ 10® Pa/m, T, 108Pa, A~ 10"2m and v*/vp = 10.

6. Conclusion

In this paper a meltable discrete element method (Meltable-DEM) has been
proposed that extends previous DEM models including thermal diffusion between
grain contacts. Important features of our proposed Meltable-DEM are details
provided on how to include grain melting, melt solidification, bonds creation and



Downloaded by [University of Sydney] at 16:37 23 October 2012

3416 Y. Gan et al.

breakage. The Meltable-DEM was then adopted to explore pseudotachylyte
formation and cyclic melting of faults. The study involved a series of simulations
that were represented by two dimensionless numbers (Gruntfest and meltability).
The mark transitions between various observed fault responses and formations have
been identified, and understood by comparing the theoretical characteristic times
requiring to stay in the so-called cyclic melting regime. This regime is extremely
relevant to earthquake studies, as it targets a fundamental stick-slip process that
involves the melt-solidification phase changes of grains. The theoretical dimension-
less analysis provided three conditions that agreed nicely with the observed
simulations by the Meltable-DEM model.

Our phase diagram is capable of explaining transitions dependent on environ-
mental and thermomechanical parameters. The way the system depends on these
parameters is represented by the arrows embedded in the phase diagram Figure 3a.
According to Equation (7), transition from the non-melting to cyclic melt regimes
can arise from various sources: (1) deeper faults and higher ambient temperatures, in
agreement with [11]; (2) thicker localized shear zone; (3) higher crust velocity; and
finally (4) lower material diffusivity.

Future work should acknowledge the level of approximation we had to accept for
such a first-order investigation. In particular, our study included the following
assumptions: (1) the intact rock moves with a constant average velocity vp; (2) the
simulated fault was isolated from any other fault in the system, and thus the cycles of
earthquake reactivations always occurred through the same clustered material;
(3) although unit elements agglutinated into amorphous cluster-shape possible, the
unit element shape was spherical; (4) inside the fault, there is only one set of material
properties, with the same melting point and thermal properties. In future work it
may be imperative to allow for realistic unit shapes, with a multitude of mineral
compositions, agreeing with actual environmental variables.
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