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Abstract
In this research paper, smoothed particle hydrodynamics (SPH) with Johnson Holmquist damage model is adopted for 
modelling of the blast-induced fractures in Barre granite rock. The permeability of the blast-induced rock is then obtained 
using the implemented finite volume method code in OpenFOAM. It is found that the calculated permeability depends on 
the direction of fluid flow and with higher value in radial direction than the axial one. This is mainly due to the higher and 
larger connected pore network in the radial direction. This research work shows that the adopted SPH method along with 
finite volume method code can be effectively combined to qualitatively and quantitatively predict the fractured network, to 
analyse geometry of the fractured network, and to calculate the permeability of blast-induced rock.
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1 Introduction

There is growing interest in predicting the permeability 
enhancement originated from the blasting in low-permeabil-
ity geological structures. These predictions would be helpful 
for applications in reservoir engineering, such as hydrogeol-
ogy [1] and explosive stimulation of tight gas reservoirs [2], 
shale gas extraction [3], oil shale [4], geothermal reservoirs 
[5], and coal gasification [6]. It is well known that energy 
released during blasting causes damage in the surrounding 
rocks in the form of micro- to macro-cracks, which increases 
the permeability of rocks. It is, therefore, of prime impor-
tance in reservoir engineering to quantitatively assess the 
blast-induced fractures as well as the resulting permeability 
changes in rocks. However, challenges remain in developing 
experimentally validated computational methods to accu-
rately predict the fracture pattern and estimate hydraulic 
behaviour associated with blast stimulation.

Experimental studies to elucidate the blast-induced frac-
ture patterns in rocks have been carried out, considering 
the effects of confining pressure, explosive loading density, 
explosive type and borehole configurations [7, 8]. Compared 

to X-ray micro-tomography [9], the visual inspection meth-
ods used in these studies can overcome the specimen size 
limitations while maintaining necessary resolutions for crack 
networks. The main drawbacks of these methods are that the 
rock specimen at a certain depth must be cut to obtain the 
cracking information, and it is difficult to distinguish the 
differences between pre-existing and blast-induced fractures.

On the other hand, to model blast-induced fractures, 
various computational methods have been developed and 
applied, including mesh-based (e.g., finite-element method, 
FEM [10], extended finite-element method, XFEM [11] 
and discrete element method, DEM [12]), mesh-free (e.g., 
smooth particle hydrodynamics, SPH [13]) and coupling 
methods (e.g., FEM–DEM [14, 15] and DEM–SPH [16]). 
Since FEM is a mesh-based technique, dealing with the large 
deformation and post-failure is typically a difficult task, due 
to mesh distortion issues. Though DEM simulations do not 
suffer from mesh distortions, the determination and calibra-
tion of model parameters such as normal and shear strengths 
of contact bonds between elements can be somewhat uncer-
tain [17]. The coupling methods can be applied to treat the 
problem of blast-induced fractures. However, factors such 
as contact algorithm and mesh ratios between different parts 
may also affect the solutions. Additionally, mesh-based and 
coupling methods show certain limitations in validating 
quantitatively the crack density against controlled experi-
ments [8, 15, 16].
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Demands for more effective numerical methods are cru-
cial for a reliable quantitative evaluation of the blast-induced 
fractures in rocks. The mesh-free methods such as SPH [13], 
element-free Galerkin (EFG) [18], and reproducing kernel 
particle method (RKPM) [19] can treat large deformation 
problems involved in impact and blasting of geomaterials. 
In particular, the SPH has recently become promising for 
simulating rock fracture and fragmentation under blast load 
[13]. Under large deformations, SPH simulations reproduce 
natural damage and fracture patterns by degrading connec-
tions between neighbouring particles. Therefore, simula-
tions of fractures in arbitrary and complex paths under the 
blasting load can be properly performed without additional 
processes, suggesting that SPH could be a suitable tool for 
studying blast-induced fractures in rocks both qualitatively 
and quantitatively [20].

On the other hand, the hydraulic behaviour of fractured 
rocks has been studied experimentally using the triaxial cell 
to determine the permeability of rocks with induced frac-
tures [21, 22]. Although these laboratory flow experiments 
can provide information on the permeability of rocks, techni-
cal constrains lead to only small-scale specimens. Moreover, 
there is limited experimental investigation on the hydraulic 
behaviour of rocks with blast-induced fractures.

To calculate the permeability of fractured rocks, com-
puter-assisted techniques have been utilised to develop 
reliable fluid flow simulations, such as finite-element [23], 
lattice Boltzmann [24], pore network models [25], and com-
putational fluid dynamics (CFD) [26]. However, all of these 
methods require certain 3D complex fracture networks as 
inputs [27]. Under the framework of the open-source simu-
lation code OpenFOAM [28], the pore and throat geometry 
can be reconstructed from the simulated fractured network, 
to handle the complex three-dimensional grids and model 
the fluid flow in porous media [29]. OpenFOAM code has 
been widely used for CFD applications, from hypersonic 
[30] to compressible Navier–Stokes [31]. Traditionally, the 
computational modelling is often limited to simulate fluid 
flow inside the reconstructed pore space from the high-reso-
lution images of rocks [32]. However, the extraction of pore 
networks from a three-dimensional image involves ambi-
guities [32]. It is not easy to capture all of the information 
related to the pore space geometries as it is highly depend-
ent on the resolution of images. In the current research, the 
reconstructed pore space geometry can be obtained from the 
experimentally validated SPH simulations.

Despite recent work on rock blast fracturing, a com-
plete understanding of the relationship between the applied 
blasting load, the resulting fractured network and hydraulic 
conductivity has yet to be achieved. In addition, although 
many fluid flow simulations have investigated natural rock 
fractures [33], there are very few studies that have been 
dedicated to the issue of flow in blast-induced fractures in 

rock. In the present work, a 3D numerical simulation using 
SPH has been performed to simulate the fracture patterns 
in rock under different blast conditions. The pore network 
geometry and permeability of the fractured rock are then 
analysed using OpenFOAM as the main flow solver. The 
present work represents, to our knowledge, the first attempt 
to report a complete computational procedure that can pre-
dict both the fractured network and permeability of the rock 
resulted from blast.

2  Methodology

2.1  Simulation of rock under blast

2.1.1  Smoothed particle hydrodynamics formulation

Smoothed particle hydrodynamics (SPH) is a Lagrangian-
based numerical method used for simulating problems in 
fluid and solid mechanics. SPH was first developed to simu-
late non-axisymmetric phenomena in astrophysical dynam-
ics [20] and has since been employed within numerous 
branches of computational physics [34].

The SPH method is considered as an interpolation method 
using the sifting property of the Dirac-delta function. Con-
sider a function f and a kernel W which has a width (sup-
port domain) determined by the parameter h. We define the 
kernel estimate as

where xj is the position vector of the particle j and h is the 
smoothing length. If we convert the above integral to a sum, 
then the discrete kernel estimate becomes the summation 
over neighbouring particles and the particle i itself as

where mj is the mass of particle j, �j is the density of particle 
j, and n is the number of particles within the support domain 
of the kernel function. Particle equation for the gradient can 
be obtained as

Equations (2) and (3) and their derivatives provide an 
approximation to the continuum equations and form the 
basis of SPH. The transformation of the conservation 

(1)⟨f (x)⟩ =

p

∫
Ω

f (xj)W(x − xj, h)dxj,

(2)⟨f (x)⟩ ≅

n�
j=1

mj

�j
f (xj)W(x − xj, h),

(3)⟨∇f (x)⟩ ≅ −

n�
j=1

mj

�j
f (xj)∇W(x − xj, h).
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equations of continuum mechanics into particle equations 
yields the following discretised SPH equations:

where the dependent variables are the scalar density � and 
specific internal energy e , the velocity vector u , and the 
stress tensor � . Independent variables are the spatial posi-
tion x and the time t. The ( d∕dt ) is the material derivative. 
Density, velocity and internal energy change of particle i 
are obtained by Eqs. (4)–(6), respectively. In this paper, we 
use the cubic spline function, developed by Monaghan [35], 
which is given in the following form:

where �d is the dimension-dependent constant related to the 
smoothing length with �d =

3

(2�h3)
 in the three-dimensional 

space, and q is the normalized distance between particles i 
and j, and is defined as q =

rij

h
=

|xi−xj|
h

 . For more compre-
hensive details on SPH method, one can refer to [35].

2.1.2  SPH-related parameters

In the present study, SPH algorithm in the hydrocode LS-
DYNA [36] is adopted to model the rock behaviour under 
blast loading. Dealing with discontinuities in the material 
due to shock waves and stress wave propagation requires 
special methods. The discontinuity problem is usually solved 
by adding extra artificial viscous terms into the momentum 
(Eq. 5) and energy (Eq. 6) equations as follows:

(4)
d�i

dt
= �i

∑
j

mj

�j
(uj − ui) ⋅ ∇iWij,

(5)
dui

dt
=

∑
j

mj

(
�i

�2
i

+
�j

�2
j

)
⋅ ∇iWij,

(6)
dei

dt
=

1

2

∑
j

mj(uj − ui) ⋅

(
�i

�2
i

+
�j

�2
j

)
⋅ ∇iWij,

(7)Wij = 𝛼d ×

⎧⎪⎨⎪⎩

2

3
− q2 +

1

2
q3 0 ≤ q < 1

1

6
(2 − q)3 1 ≤ q < 2

0 q ≥ 2

,

(8)
dui

dt
=

∑
j

mj

(
�i

�2
i

+
�j

�2
j

− ΠijI

)
⋅ ∇iWij,

(9)
dei

dt
=

1

2

∑
j

mj(uj − ui) ⋅

(
�i

�2
i

+
�j

�2
j

− ΠijI

)
⋅ ∇iWij,

where I is unit matrix, the Πij term represents the artificial 
viscosity and the summations are over neighbouring j parti-
cles. In this study, we used artificial viscosity Πij term intro-
duced by Monaghan [35] as follows:

where c̄ij =
1

2
(ci + cj) , �̄�ij =

1

2
(𝜌i + 𝜌j) , hij =

1

2
(hi + hj) , 

uij = (ui − uj) , and xij = (xi − xj) . The parameters � and � 
are constants, c represents the speed of sound of the mate-
rial. The quadratic viscosity term is only dominant in high-
gradient regions such as shock front, while the linear vis-
cosity term dominates in low-gradients regions [35]. In our 
experience, taking � = 1 and � = 10 for blast loading is 
found to be effective in smoothly spreading out shocks into 
rock particles.

In this study, the Gray et al. approach [37] is adopted to 
prevent clumping of the neighbour particles to each other, 
also known as tensile instability. The basic concept is to 
establish an artificial repulsive force in the neighbourhood 
of SPH particles in tension. The repulsive force is intro-
duced into the momentum equation in the form of an arti-
ficial stress term. The modified momentum equation takes 
the following form:

where R�i and R�j are artificial stress terms of particles i and 
j, respectively, b is an exponent dependent on the smoothing 
kernel, and fij is defined as

where Δd is initial particle spacing. In this study, h is 
assumed to be 1.2 Δd for the cubic spline kernel. To elimi-
nate the tensile instability of the SPH particle in the rock, 
exponent b is determined to be 4 and after some testing 
� = 0.5 is chosen [37].

Moreover, special treatment is needed to avoid interface 
effects for the simulation of different materials. To solve 
this problem, a penalty-based node to node contact model 
is defined on the interfaces of the different SPH parts [38]. 
In the penalty-based contact model, after identifying the 
contact and penetration a restoring contact force is applied 
to resist, and ultimately to eliminate the penetration. For 

(10)Πij =

{
−𝛼c̄ij𝜆ij+𝛽𝜆

2
ij

�̄�ij
uij ⋅ xij < 0

0 uij ⋅ xij ≥ 0
,

(11)�ij =
hij uij ⋅ xij

||| xij
|||
2

+ 0.01h2
,

(12)

dui

dt
=

∑
j

mj

(
�i

�2
i

+
�j

�2
j

− ΠijI + (R�i + R�j)f
b
ij

)
⋅ ∇iWij,

(13)fij =
Wij

W(Δd, h)
,
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the penalty-based contact model, the repulsive contact force 
acts along the centre line of the two contacting particles. In 
this contact model, the penalty force ( f i ) is defined as [38]:

where Kp is penalty scale factor and can be calibrated by 
numerical simulations. The penalty force is applied to inter-
facial particles that are within the affecting region of each 
other. After careful numerical testing, suitable values for the 
penalty scale factors between different interacting parts can 
be obtained. Table 1 shows the final values of Kp used for 
the three SPH simulations.

(14)f i = Kp

n∑
j=1

mj

�i�j
Wij

xij

r2
ij

,

2.1.3  Simulation setup for the rock blast experiment

In the SPH simulations of the rock blasting experiment 
reported in Ref. [8], a cylindrical Barre granite containing a 
line source of explosive located in the centre coupling with 
different medium is considered. Figure 1 shows the three-
dimensional view of the rock specimen with a scaled closeup 
of the borehole region for air coupling with copper simula-
tion, as an example. The cylindrical rock measures 144 mm 
in diameter and 150 mm in height. The borehole diameter 
is 6.45 mm. The line source of explosive contains a core 
load of PETN explosive (1.65 mm in diameter) surrounded 
by a thin sheath of polyethylene, with the total diameter of 
4.5 mm. The coupling material of water or air is used in the 
blast simulations. A copper tube with 1.2 mm thickness is 
inside the borehole of rock specimen. The copper tube can 
be deformed easily without tearing under the applied blast 
load, thereby preventing any gas penetration into the result-
ing cracks of rock. Therefore, it should be noted that only the 
effect of the stress wave in the generation of the rock fracture 
is considered and the explosive gas flow does not directly 
affect the formation of the blast-induced fractures in rock. 
The bottom, top and side surfaces of the rock cylinder are 
set as free boundaries. The location of the detonation points 
is set at the top of the blast hole. Table 2 shows all the com-
binations of the borehole diameter, explosive and coupling 
materials used in the simulations.

2.1.4  Material models

In the SPH simulations, Johnson–Holmquist constitutive 
model (JH2) [39] is used to model Barre granite rock. This 

Table 1  Penalty scale factors after numerical adjustment for different 
SPH parts

Penalty scale factor for 
different SPH parts ( Kp)

Simulations

Air coupling 
with copper

Air coupling 
without copper

Water cou-
pling with 
copper

PETN/polyethylene 
( Kp1)

0.2 0.2 0.2

Polyethylene/air ( Kp2) 0.6 0.6 –
Polyethylene/water 

( Kp2)
– – 0.2

Air/copper ( Kp3) 0.8 – –
Water/copper ( Kp3) – – 0.5
Air/rock ( Kp3) – 0.8 –
Copper/rock ( Kp4) 0.3 – 0.3

Fig. 1  A cylindrical rock 
specimen under blast load. a 3D 
view, b cross-sectional view of 
the borehole

Borehole 

(a) (b)

Diameter = 144 mm 

Height = 150 mm 
PETN 

Polyethylene 

Air
Copper 

Rock 

D1D2D3
D4
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damage model takes the pressure and strain rate effects into 
consideration, and allows the softening of the material after 
reaching the peak stress. The JH2 model contains the intact 
and the fractured rock’s strengths, a polynomial equation of 
state, and a damage model that describes the material state 
from intact to fractured condition. Damage level of the mate-
rial (D between 0 and 1) can be obtained from this model. A 
detailed description of the model can be found in Ref. [39].

The material properties of the Barre granite rock for blast 
simulation are obtained from [8]. Under blast loading, Barre 
granite rock may experience strain rate up to 1000 s−1 or 
higher [40]. Hence, rate-dependent adjustment on the JH2 
model parameters needs to be performed. Using the obtained 
experiment results by Ranjan from Split Hopkinson Pressure 
Bar tests [40], strain rate effect is considered to obtain better 
prediction of Barre granite rock behaviour under the blast 
loads. The material constants for the JH2 model reported in 
reference [8] are revised accordingly in the present study to 
better fit the blast experiment results reported in Ref. [8]. In 
his work, Dehghan Banadaki calibrated the strength con-
stants A and N using the uniaxial compressive strength of 
167 MPa at axial strain rate of 4.63 × 10−5 s−1 [8]. In this 
study, strength constants A and N are modified using the 
measured uniaxial compressive strength of 357 MPa at axial 
strain rate of 300 s−1 [40], following the same calibration 
procedure outlined in Ref. [8].

Constant B of the fractured rock is considered to be one-
third of constant A, and constant M is assumed to be the 
same as constant N [8]. However, it should be noted that 
in the absence of appropriate experimental data for fully 
fractured Barre granite rock, some of the constants (e.g. D1 
and D2) are determined by adjusting numerical simulations 
to match the fracture patterns of experimental observa-
tion. Table 3 shows the set of parameters used in our SPH 
simulations.

Johnson–Cook model [41] is used to describe the cop-
per. This model requires an equation of state (EOS) to be 
incorporated to represent the behaviour of the copper under 
different phases. Here, for copper under shock load shock 
EOS is used [8] as described below:

where Us is the shock wave velocity, S0 is the bulk sound 
speed of the material, up is the particle velocity and s is a 
material constant. Material Type 9 of LS-DYNA (*MAT_
NULL) [36] is used for air, water and polyethylene. As for 
the air, a polynomial EOS is employed, with the pressure P 
being expressed as

where E is the specific internal energy per volume. The com-
pression of the material is defined by the parameter 
� =

�

�0
− 1 , where � and �0 are the current and initial densi-

ties of the material, respectively. As a matter of fact, the air 
is often modelled as an ideal gas by setting 
C0 = C1 = C2 = C3 = C6 = 0 and C4 = C5 = 0.401. Air mass 
density �0 and initial internal energy E0 are set to be 
1.255 kg/m3 and 0.25 J/cm3, respectively [8]. For the water 
and polyethylene (sheath of the detonating cord) in the 
immediate vicinity of the explosive charge, shock EOS is 
used. The values of S0 and s for copper, water and polyeth-
ylene are found in reference [8].

The explosive PETN is modelled using explosive burn 
constitutive model (*MAT_HIGH_EXPLOSIVE_BURN) 
[36]. For the detonation-produced explosive gas, the 
standard Jones–Wilkins–Lee (JWL) equation of state is 
employed, which corresponds to a detonation velocity of 
6690 m/s and a Chapman–Jouget (C–J) pressure of 16 GPa 
[8]. The pressure of the explosive gas can be calculated as

where � is the ratio of the density of detonation products to 
the initial density of the original explosive, E is the specific 
internal energy per unit volume, and A1, B1, R1 , R2 and � are 
fitting coefficients. The values of these coefficients can be 
also found in reference [8].

2.2  Permeability calculation

The permeability is one of the most important properties 
of fractured porous media. Permeability of the Barre gran-
ite cylinder with cracks induced by blast loading is evalu-
ated based on the fracture network obtained using the SPH 

(15)Us = S0 + sup,

(16)P = C0 + C1� + C2�
2 + C3�

3 + (C4 + C5� + C6�
2)E,

(17)

P = A1

(
1 −

��

R1

)
e
−

R1

� + B1

(
1 −

��

R2

)
e
−

R2

� + ���0E,

Table 2  Different combinations of explosive, coupling material and 
borehole diameter

Materials inside of 
borehole

Air coupling 
with copper 
(mm)

Water coupling 
with copper 
(mm)

Air coupling 
without cop-
per (mm)

PETN D1 1.65  1.65  1.65 
Polyethylene D2 1.425  1.425  1.425 
Air D3 0.375  – 0.975 
Water – 0.375  –
Copper D4 0.6 0.6  –

Table 3  The calibrated values of JH2 model parameters for Barre 
granite rock

A N B M D1 D2

1.032 0.72 0.344 0.72 0.007 0.9326
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simulation. The pore-scale flows are then simulated using 
the finite volume method implemented in the open-source 
code OpenFOAM [28].

2.2.1  Geometry and connectivity evaluation of fractured 
rock

The three-dimensional geometry and connectivity of the 
pore space controls the hydraulic transport behaviour of 
rocks. The geometry of the fracture network can be char-
acterised by the throat cross-sectional area size and pore 
network distribution probability. In this study, we use the 
pore network algorithm developed by Dong and Blunt [32] 
to extract the geometry of the pores and throats network as 
well as their interconnectivity from the blasted specimens. 
This algorithm presents a versatile, rigorous, and efficient 
methodology for extracting various geometric and topologi-
cal parameters of 3D discrete porous media. The algorithm 
method easily and unambiguously identifies pores and 
throats and has been validated for different applications such 
as regular cubic pore networks and irregularly shaped 2D 
and 3D pore networks generated by stochastic simulation. 
The algorithm designed to take a three-dimensional digitized 
space as input [28].

2.2.2  Mathematical model for flow in fractured media

To estimate the permeability, it is crucial to compute the 
velocity field within the void space of the fractured medium. 
The velocity profile of the fluid flowing through the frac-
tured medium can be obtained by solving the basic equations 
of fluid mechanics, namely the Navier–Stokes equations as 
given below:

where u is the velocity vector, and the term ∇p refers to the 
pressure gradient, � is the dynamic viscosity coefficient, and 
the term ∇2u is the vector Laplacian. We are interested in the 
steady-state solution of Eq. (19), i.e., �u

�t
= 0. To predict the 

permeability of the fractured media, the estimated flow rate 
and applied pressure gradient from the CFD model is used 
in the following Darcy’s law:

In anisotropic systems, the permeability � in the form of 
a tensor is usually adopted to describe the directional flow 

(18)∇ ⋅ u = 0,

(19)𝜌

(
𝜕u

𝜕t
+ ∇ ⋅ (u⊗ u)

)
= − ∇p + 𝜇∇2u,

(20)u = −
�

�
⋅ ∇p.

variation in the fractured media. Boisvert et al. [42] showed 
that anisotropic permeability is an important issue in res-
ervoir engineering and oil recovery applications. In many 
rocks, the permeability depends on the direction [21]. Since 
our rock specimen is cylindrical, we consider the perme-
ability in the axial (Z) and radial (R) directions.

2.2.3  Permeability evaluation of fractured rocks

The proposed OpenFOAM-based method [28] can be 
applied on three dimensions with the large and complex 
geometry data obtained from the SPH simulations. In this 
process, the geometry of the fractured rock specimen is 
divided into large numbers of discretization elements and 
those that contain damaged particles are referred as void, 
and those that contain undamaged particles are referred as 
solid. The segmentation of the 3D numerical simulation into 
solid phase and void phase allows us to study the hydraulic 
properties of the connected fracture network [28]. Using the 
Simple-Foam algorithm solver in OpenFOAM [28], we are 
able to examine the key features of the flow fields within the 
blasted specimen.

Permeability property is usually determined by measuring 
the pressure drop associated with the flow of a viscous fluid 
through the medium. To regulate a flow regime, a constant 
pressure drop is imposed between the inlet and outlet bound-
aries of the model and the flow rate will be low enough to 
make sure that the inertia effect is negligible.

In the simulations, two different numerical configurations 
are used to determine the specimen permeability, i.e. radial 
flow and axial flow. These configurations mainly differ in 
the boundary conditions used for the evaluation of the flow 
at the pore scale. In both configurations, a no-slip (zero nor-
mal and tangential velocity) boundary condition is imposed 
at the solid surface. It should be noted that the borehole in 
the axial flow simulation is considered as solid phase since 
the borehole is not induced by blast loading and cannot be 
considered as a part of blast-induced fractures.

The fluid is considered incompressible and inviscid, 
and the flow is isothermal. In this study, water is set as the 
working fluid with viscosity � = 8.90 × 10−4 10−4 Pa s and 
density � =1000 kg/m3. The flows are driven by a pressure 
difference of 6 kPa in the axial direction applied between the 
top (inlet) and the bottom (outlet) of the specimen, and 3 kPa 
in the radial direction applied between the borehole (inlet) 
and side surface (outlet) of the specimen. Pressure gradient 
along the length and radius of cylinder is 0.04 MPa/m.
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3  Validation and demonstration of SPH 
simulations

3.1  Particle size convergence study

A particle size convergence study is conducted first. To 
investigate the effect of the particle size on the results, we 
have increased the number of particles by refining the parti-
cle size from 1 to 0.1 mm for copper, air, water, polyethylene 
and PETN (material inside the borehole) and 4–0.3 mm for 
the rock cylindrical model as illustrated in Fig. 1. In Fig. 2 
we have plotted the simulated detonation pressure history 
at the middle cross section with different particle sizes. The 
position of measurement point is located at 80 mm from the 
top surface of the specimen and has a distance of 11 mm 
from the borehole wall. It can be noticed from Fig. 2 that the 
detonation pressure history is very similar for rock particles 
with sizes of 1, 0.6 and 0.3 mm for blast simulations. The 
smaller the size of SPH particle the better the simulation 
converges to the experimental data. After considering the 
balance between accuracy and efficiency, the particle size 
0.6 mm for rock and 0.15 mm for copper, air, polyethylene 
and PETN are used in all the simulations below, resulting 
in a total of 8,213,732 particles in the simulation domain.

3.2  Simulation results of blast testing

Simulations of three different scenarios for rock under 
blast loading, as described in Table 2, are performed. In 
this section, we first use the detonation pressure profile 
results for the air-coupling with copper case to validate the 
proposed SPH simulation. We then analyse the simulated 

blast-induced crack patterns for all the three cases, which 
will be later used for the permeability calculations in Sect. 4.

As shown in Fig. 3, the peak detonation pressures as a 
function of distance from the borehole obtained from experi-
ments and arbitrary Lagrangian Eulerian (ALE) method 
simulation [8] are compared with the results from our SPH 
simulation. As can be seen from the figure, the detonation 
pressure distribution simulated using the proposed SPH 
model matches the experimental data quite well. To fur-
ther validate our SPH simulations with the experimental 
data, damage distribution around the borehole is examined 
qualitatively.

Figure 4 shows the comparison of the corresponding 
fracture patterns obtained from the experiment and the pro-
posed SPH simulations. It can be seen from the figure that 
the explosion induced intensive stress wave travels into the 
rock specimen and causes different types of failure, and the 
fracture patterns simulated by the SPH qualitatively match 
the experimental observations.

To quantify the variations of crack patterns in their 
experimental tests [8], crack density, defined as the length 
of cracks per unit area, was calculated at different depths 
and radial distances from the specimen borehole. In their 
experiment [8], the fractured rock stimulated using air-cou-
pling with copper was cut at the distance 25 mm, 75 mm 
and 125 mm from the bottom surface of the rock specimen 
and the fracture pattern in each section was scanned using 
the epoxy dye impregnation and digital photography. Each 
image was then calibrated spatially and divided into three 
equal-width zones from the centre to the edge with zone 1 
located at the centre and zone 3 at the edge. Crack densities 
were then calculated by dividing the total length of all the 
cracks in each zone by the zone area.

Fig. 2  Detonation pressure time 
history calculated with different 
particle size for rock and par-
ticle size of 0.15 mm for other 
materials
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Fig. 3  Comparison of peak 
detonation pressures at different 
distances from the borehole wall 
obtained from the experimental 
and numerical works at the 
depth of 80 mm from the top 
surface of specimen
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Fig. 4  Comparison of damage 
created around the borehole 
at the middle and bottom sec-
tions obtained from, a, b the 
experiment [8] and c, d the SPH 
simulation

Middle 

(c)

Bottom

(d)

Middle 

 (a) 

Bottom

(b)



923Engineering with Computers (2020) 36:915–929 

1 3

In calculating the crack density in the proposed SPH 
simulations, each SPH particle is considered to occupy the 
space of a cube with edge length of 0.6 mm. To compare 
SPH simulations for air coupling with copper case, each 
cross section is divided into the three ring sections from the 
edge of borehole to the edge of rock specimen as performed 
in the experimental work. For the air coupling without cop-
per and water coupling with copper cases, each cross section 
is divided into 19 ring sections to obtain the smooth trend 
of crack density changes along the radial direction. The fol-
lowing equation is used to calculate the crack density in the 
simulated specimen:

where Γ, Di, L , nj and Aj are crack density, the damage level 
of particle i, the length of particle i, the number of damaged 
particles in section j and the area of section j, ( j = 1,… , 19 ) 
respectively. Crack densities were measured in terms of mm/
mm2. In this work, any particle with damage level D > 0.8 is 
considered as crack. The three cross-sectional surfaces at the 
distance 25 mm (bottom), 75 mm (middle) and 125 mm (top) 
from the bottom are considered for crack density analysis.

Figure 5 shows the distribution of the measured crack 
density for the air coupling with copper case in the top, mid-
dle and bottom surfaces of the rock specimen, respectively. 
Investigation of the crack patterns on cross sections of the 
rock (see Fig. 5) reveals that by moving from the top to the 
bottom of the specimen, the crack density increases. This 
is mainly resulted from the higher P-wave velocities in dis-
tances far from the detonation point due to the wave super-
position phenomenon. As investigated by other researchers 
[15], there is a direct relation between peak P-wave particle 

(21)Γ =
L ×

∑nj

i
Di

Aj

,

velocities and crack density and the higher peak P-wave par-
ticle velocity the higher crack density.

Figure 5 compares crack density results between SPH and 
ALE method [8] simulations and experimental results [8] in 
the three divided zones. The ALE method simulations [8] 
were only performed in the middle cross section. As can be 
seen from Fig. 5, the ALE method simulated and experimen-
tal crack densities on the middle cross section are not close 
to each other. However, the SPH simulations and experi-
mental results in top, middle and bottom are comparable and 
match well. It can be further seen from Fig. 5 that at all the 
three cross sections of the rock cylinder, the crack densities 
around the borehole are much higher than those at distances 
far from the borehole. This is not surprising since the rock 
adjacent to the borehole experiences higher stress intensity.

Figure 6 shows the differences of the simulated crack 
densities between the air coupling with copper and air cou-
pling without copper cases. The difference in crack den-
sity between the two cases seems to be marginal at the top 
section of the specimen, while a noticeable difference is 
observed at the middle and bottom sections closer to the 
borehole. The simulated damage level for the air coupling 
without copper case is much higher than that of the air cou-
pling with copper case. The difference in crack densities 
for these two simulations is mainly due to the extra kinetic 
and plastic strain energies that are absorbed by the copper 
as a liner.

Figure 7 shows the crack density differences between the 
air coupling with copper and water coupling with copper 
simulations. As can be seen from Fig. 7, the crack density 
is much higher for the water coupling case than that for the 
air coupling case. This is expectable since water serves as 
an excellent medium for the transmission of shock waves, 
in comparison with air.

Fig. 5  Crack density distribu-
tion in the radial direction at the 
bottom, middle and top sections 
of the rock cylinder obtained 
in the experiment [8] and SPH 
simulation
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We use the concept of crack distribution probability to 
give us information about the time evolution of the dam-
age level and the symmetric condition of the damage pat-
tern around the borehole. Crack distribution probability is 
evaluated using a function based on the number of damaged 
particles and their damage level in the radial direction. To 
calculate the crack distribution probability, the radial cross 
section is evenly divided into 72 axi-symmetrical bins in 
the loop direction. The summation of each particle’s dam-
age level that is above 0.8 in each bin is divided by the total 
number of particles in that cross section, as expressed below:

where PDF is probability distribution function in each bin, 
nD>0.8 is the number of particles with damage level higher 

(22)PDF =

∑nD>0.8
i

Di∑72

j
nbin,j

,

than 0.8 in each bin and nbin,j is the number of particles in 
the jth bin. Figure 8 shows the polar graphs which compare 
the crack distribution probability for the air coupling with 
copper, air coupling without copper and water coupling with 
copper cases at simulation time t = 23 μs, 69 μs and 145 μs. 
It can be clearly seen that at t = 23 μs the probability fluctu-
ates slightly around the borehole for all three simulations. 
At t = 69 μs, the probability varies considerably around the 
borehole for all three cases. However, all the distributions 
still show a somehow symmetrical pattern around the bore-
hole. At time t = 145 μs, the probability distribution shows 
a clear asymmetrical pattern around the borehole for all the 
three simulations. This is mainly due to the reflection, and 
superposition of stress waves. The result is the generation 
of more and more cracks, and finally forming a complicated 
crack network [15]. At the time between 69 μs and 145 μs, 
the compressive stress wave changes to a tensile stress wave 

Fig. 6  Crack density distribu-
tion in the radial direction at the 
bottom, middle and top sections 
of the rock cylinder obtained 
from the air coupling with and 
without copper cases
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Fig. 7  Crack density distribu-
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of the rock cylinder obtained 
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at the free surface of the cylindrical rock and returns back 
into the rock. This reflection as tensile wave affects the crack 
patterns. It can be seen from Fig. 8 that the shapes of the 
resulting probability distributions at these two times are 
quite different. The water-coupling with copper case pro-
duces the most extended crack distribution probability, while 
the air-coupling with copper case produces the least. This 
is consistent with the crack density plots shown in Figs. 5, 
6 and 7.

4  Pore network and permeability analysis

4.1  Geometrical analysis of the fractured network

We compare the three pore network structures from the 
different simulations in terms of pore and throat size 

distributions and their connectivity. Void element with 
length of 0.6 mm is the basic elements used to define the 
void space and detect the geometrical variations and connec-
tivity. The probability of the throat cross-sectional area, pore 
volume and coordination number for the three simulations 
is shown in Figs. 9a, b and 10, respectively. The probability 
is constructed by dividing the number of throats, pores and 
coordination numbers occurring in the specific size range by 
the total number of throats, pores and coordination numbers 
in each simulated fracture network.

As can be seen from Fig. 9, the water coupling with cop-
per case features the larger pore and throat sizes than the 
other two cases. This could be attributed to the fact that the 
number of damaged particles in water coupling with cop-
per is greater than those in the other two cases. Therefore, 
the number of void elements which are considered for pore 
and throat phase could be larger, while the fewest pores and 

  0.005

  0.01

  0.015

30

210

60

240

90

270

120

300

150

330

180 0

(c)

145 μs
 69 μs
 23 μs

  0.005

  0.01

  0.015

30

210

60

240

90

270

120

300

150

330

180 0

(b)

  0.005

  0.01

  0.015

30

210

60

240

90

270

120

300

150

330

180 0

(a)

Fig. 8  Crack distribution probability: a air coupling with copper, b air coupling without copper, and c water coupling with copper

Fig. 9  Distributions of a throat 
cross-sectional area and b pore 
volume obtained from the dif-
ferent fractured networks
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throats are found in the fracture network in the air coupling 
with copper case.

Another important topological parameter for the flow 
properties is the coordination number. It is defined as the 
number of branches meeting at one pore in the fracture net-
work. As can be seen from Fig. 10, the fracture networks 
generated in the water coupling with copper case feature 
more pores with higher coordination numbers, while the 
air coupling with copper specimen shows the lowest void 
space connectivity. Overall, Figs. 9a, b and 10 reveal a trend 
for the three SPH simulations that the coordination number 
increases as the pore and throat sizes increase.

Table 4 gives the total and open porosity, and percola-
tion pathway studied for the three simulations described 
in Table 2. The total volume of the pores accounts for 
the rock porosity, larger pore volume resulting in higher 
porosity in the blasted specimens, while the dimensions 
and connectivity of the throats control the flow properties. 
The air coupling with copper case shows lower porosity 
and its pore system appears to be much less connected, 
and its interconnecting throats are more narrow and less 
numerous (see Table 4) than those of the other two cases. 

All pores in the whole network for the water coupling with 
copper case are well interconnected as the calculated val-
ues of the total and open porosity are nearly the same.

Percolation path modelling is performed to determine 
the connectivity in the radial and axial directions of the 
blast-induced fracture networks using OpenFOAM code. 
Table  4 depicts the number of the oriented and well-
connected fractures along the axial and radial direction 
connecting pores with diameter sizes ranging from 3 to 
4.5 mm in the specimen. This table is a clear indication 
of higher permeability in the radial direction as compared 
to the axial direction. Since the number of perfectly con-
nected fracture networks from the top to the bottom of the 
borehole in the axial direction is less than that in the radial 
direction, permeability in the axial direction is expected to 
be lower. This feature is a clear indication of an anisotropic 
fracture network in the blasted rock and can be extended 
to understand the anisotropic fluid flow behaviour in our 
blasted specimens as outlined in the next section.

Figure 11 reports the simulated flow speed field for both 
axial and radial flows in the fractured specimen obtained 
using the water coupling with copper simulation. The dif-
ferent colours indicate the variation of the flow speed in the 
blast-induced fractured rock media. As can be seen from 
Fig. 11, the majority of the flow speed field is in the range 
from moderate (green colour) to high (red colour) for the 
radial flow, and very low (blue colour) to moderate (green 
colour) magnitude for the axial flow. It can be also observed 
that velocity is not uniformly distributed.

The permeability of the fractured media depends mainly 
on the total volume of fractures and their connectivity in the 
direction of flow. In Fig. 11, the fractures oriented normal to 
the borehole are more conductive. In particular, it seems that 
the well-connected fractures in the radial direction enhance 

Fig. 10  Distributions of coor-
dination number obtained from 
the different pore networks
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Table 4  Geometry extraction results for the three simulations

Simulations Air-coupling 
with copper

Air-coupling 
without copper

Water-
coupling with 
copper

Open porosity 5.1% 7.4% 15.7%
Total porosity 8.4% 12% 16.3%
Number of percolation pathway
 Radial direction 7 10 18
 Axial direction 1 3 5
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the flow rate significantly in comparison with that in the 
axial direction.

Table 5 shows the calculated permeability of the fractured 
networks obtained from the three blast simulations described 
in Table 2. As can be seen from Table 5, the permeability 
in the radial direction is higher than that in the axial direc-
tion in all the three cases. This observation indicates that 
the blast-induced fractured specimen has a highly connected 
pore network in the radial direction, see also Fig. 10.

The reduction in permeability from the radial to axial 
flow directions is 16%, 13.5% and 9.3% for the air coupling 
with copper, air coupling without copper and water coupling 
with copper cases, respectively. The air coupling with cop-
per case shows less permeability. In this case, the smaller 
pore volumes in the network are poorly connected. This is 
consistent with the slightly lower coordination numbers of 
the pores indicating fewer paths available for water to flow. 
Because of the high connectivity in the fracture network 
generated in the water coupling with copper simulation, the 

permeability differences in the radial and axial directions are 
less than that in the other two cases.

5  Conclusions

This research study adopts an integrated computational 
approach that permits the prediction of 3D fractured net-
work in Barre granite generated under blast loading using 
SPH and their resulting permeability using CFD code. It is 
shown that the adopted SPH method with the JH2 consti-
tutive model is very efficient in reproducing the fractured 
network of blast-induced rock. Detonation pressure history, 
detonation pressure profile and crack density distributions 
are quantitatively in good agreement with experimental data.

Besides, the implementation of a three-dimensional 
geometry of blast-induced fractured rock using SPH pro-
vides us with the essential input to obtain, at the pore 
scale, both geometrical fractured network parameters and 
fluid flow properties. The results illustrate that the distri-
bution of fractured network geometry and fluid flow veloc-
ity within the simulation domain is highly anisotropic. The 
radial permeability is higher than the axial permeability 
owing to the highly pore network connectivity in the radial 
direction. Significant geometric and topological differ-
ences are seen for varying blast design scenarios owing to 
the effects of coupling materials (e.g. air and water) and 
copper liner for the Barre granite rock.

Fig. 11  The velocity magnitude 
field of the a axial and b radial 
direction flow in the fractured 
network obtained using the 
water coupling with copper 
simulation. (Colour figure 
online)

0 0.0046 m/s
Flow speed

(a) 3D view
(b) 3D view

Table 5  Calculated permeability values for the three blast simulations

Simulations Radial direction krr 
(Darcy)

Axial 
direction kzz 
(Darcy)

Air-coupling with copper 0.186 0.157
Air-coupling without copper 0.194 0.168
Water-coupling with copper 0.423 0.383
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