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a b s t r a c t 

Surface mechanical attrition treatment (SMAT) is a specialized cold working method that is used to induce com- 

pressive residual stresses and to refine crystalline grains at the surface of metal components. This technique is 

increasingly employed in different industries, and the control and optimization of the method require a funda- 

mental understanding and an accurate process modelling. In this study, a numerical modelling approach capable 

of accurately predicting the residual stress and plastic deformation during SMAT was developed by combining 

discrete element method (DEM) and finite element method (FEM). In the proposed framework, the spatial and 

statistic distributions of impact positions, angles and velocities from DEM simulations are utilized in the FEM 

simulations. The effects of treatment duration, shot number, shot size and impact angle distribution on residual 

stresses, plastic deformation and roughness of the treated component are investigated. The numerical results 

are compared with available experimental data with good agreements. The proposed numerical method demon- 

strates capabilities to establish the linkages between processing parameters and material properties during SMAT 

treatment. 
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. Introduction 

Extensive studies indicate that the strength/hardness of polycrys-

alline metals is greatly increased with a substantial reduction in grain

ize to nanoscale [1-4] . Free-standing nano-grained (NG) metals usually

xhibit a very limited ductility. However, an NG layer at the surface

nd a coarse-grained (CG) substrate of the same metal with a gradient

rain-size transition between them has higher strength and plasticity

omparable to that of the CG substrate [5] . Surface nanocrystallization

f CG metals by means of severe plastic deformation techniques is now

 feasible option to improve the performance of metallic parts [6-9] . Im-

rovements in fatigue life, wear resistance, bio-compatibility and cor-

osion resistance have been shown through the creation of nanograins

nd compressive residual stresses in the near surface region [ 1 , 5 , 10-

2 ]. Surface mechanical attrition treatment (SMAT) [13-16] , a simple,

et flexible and cost-effective surface nanocrystallization method, has

een widely used to improve mechanical properties of metals, such as

16L stainless steel, which is a widely used alloy for biomedical appli-

ations [17-20] . This process generates a nanocrystalline layer at the

urface of the treated material [ 2 , 21-24 ], which, due to the large frac-

ion of grain boundaries and beneficial compressive residual stresses,

resents extraordinary strength, fatigue life and wear resistance [25-30] .
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uring SMAT, the surface of the target is repeatedly impacted by multi-

irectional spherical particles with high speed, causing the surface to

ndergo severe plastic deformation [ 3 , 31 ] and resulting in a progres-

ive grain refinement at the surface [ 32 , 33 ]. So far, the mechanisms

or nanocrystalline generation during SMAT [34] and the properties of

MATed material [35] have been well researched by experimental in-

estigations. However, the deformation history during SMAT and the

ffects of processing parameters on the resulted properties of the target

re still unclear. Therefore, an accurate and reliable numerical model

or predicting the SMAT process is still urgently required. 

The microstructure, surface topography and mechanical properties

f treated materials depend on the severe plastic deformation history

uring SMAT [31] . Some researchers attempted to investigate the re-

ulting strain state using analytical studies or computational modelling

o avoid the time and cost related to the trial-and-error approach.

haise et al. [36] calculated the average plastic strain tensor using semi-

nalytical method and then transferred it into finite element method

FEM) to predict the deformation and residual stresses. Yin et al. [ 37 , 38 ]

roposed an analytical algorithm cooperating with FEM to simulate the

train distribution and surface topography of material after SMAT. The

nalytical methods involved multiple linear interpolating the result of

EM simulation, during which the error and inaccuracy were enlarged.
ber 2020 
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Fig. 1. Schematic of the proposed sequential DEM-FEM modeling procedure for SMAT treatment. 
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EM can also be directly used for predicting the distribution of resid-

al stresses, plastic deformation and surface roughness. Zhang et al.

39] conducted single shot impact simulations to calculate the indent

ize with varying shot diameter and impact angle. Multiple shot parti-

les simulation was also carried out to determine the residual stress and

ertical displacement at the surface of the target. Meguid et al. eval-

ated the effect of shot velocity, size and aspect ratio on the plastic

one and residual stress by using the single impact model [40] and the

ultiple impact model [41] . The multiple impact models studied uni-

ormly distributed positions and prearranged sequences. However, this

ssumption cannot define the random nature of SMAT process and thus

ailed to simulate the actual SMAT process. Pham et al. [42] and Cao

t al. [43] developed full-coverage multiple-impact models to impose

he positions of shot particles. Gangaraj et al. related the simulation

o actual coverage [44] and simulated the surface nanocrystallization

45] . Though the impact locations were random to achieve full cover-

ge, the impact angles were all vertical to the target [42] or uniformly

istributed from 0° to 90° [43] . 

Modelling SMAT process is very complex as it involves the interac-

ions of a metallic surface with many impacts for which information

egarding position, velocity and impact angles are uncertain. Discrete

lement method (DEM), which handles complex and random interac-

ions of particles, can be used to investigate the resulting impact loca-

ions, impact velocities and impact angles [46] . With the detailed and

ccurate knowledge of the realistic shot impact information, the strain

tate at different depth can be determined by FEM numerical modelling.

hen investigating the result of shot peening, some researchers coupled

EM simulation to FEM simulations and made them communicate with

ach other at every time step [47] . The concurrent DEM-FEM coupling

ethod is physically motivated but required extensive computations.

oreover, the different length scale in DEM and FEM created some dif-

culties regarding the dimensions of the target for DEM simulations. On

he other hand, in a sequential scheme, shot stream in shot peening is

rst simulated with DEM, and the shot velocities or contact force as well

s the impact positions were sequentially transferred into FEM simula-

ion [48] . Different from shot peening, the impact angles in SMAT are

ot unidirectional, and the impact angles are relevant to vertical impact

elocities [49] . How to input the joint distribution between impact angle

nd vertical impact velocity is one of the difficult problems to solve. 

Shot size, impact velocity distribution, impact angle distribution,

hot number and treatment duration are the input parameters needed in

EM simulation. According to our previous study [49] , the joint distri-

ution of impact velocity and impact angle is affected by the processing

arameters used during SMAT, such as the vibration amplitude and fre-
uency of the sonotrode and the geometrical features of the chamber.

he treatment duration and shot number can be reflected by impact

umber in FEM. Thus, the effect of processing parameters of SMAT is

scribed to the effect of impact number, the joint distribution of impact

ngle and vertical impact velocity, and shot size. The microstructure,

urface topography and mechanical properties of SMATed materials can

e reflected by equivalent plastic strain (PEEQ), vertical displacement

nd compressive residual stress. PEEQ is recognized as a common fa-

orable parameter to reflect the nanograins generation [ 45 , 50 ]. Vertical

isplacement can be used to calculate the surface roughness. Compres-

ive residual stress is beneficial to prevent the occurrence of cracking

36] and improve fatigue life [ 10 , 51 , 52 ], stress corrosion resistance and

oad carrying capacity [53] of materials. 

The main objective of this paper is to propose a sequential DEM-

EM modelling method, illustrated in Fig. 1 , for predicting SMAT pro-

ess for 316L. The responses of the treated material include compressive

esidual stress, surface roughness, and PEEQ. The modelling work de-

cribed in this article has three parts. The first part aims at describing

ow to impose initial impact velocities and positions, determined by

EM simulations, as input in the FEM model. The second part considers

he single impact model by discussing material properties, geometries,

esh method, mesh size convergence, contact properties, boundary con-

itions and damping factor. The third part consists of the multiple im-

act model and considers the effects of treatment duration, shot num-

er, velocity distribution, impact angle distribution and shot size on the

oughness, PEEQ and residual stresses of the treated material. 

. Numerical method 

The proposed sequential DEM-FEM modeling procedure is a modi-

cation of that introduced by Tu et al. [48] . First, under the specified

aterial properties of components and the processing parameters for

MAT, the shot dynamics is simulated in LIGGGHTS to obtain the dis-

ributions of impact velocity, impact position and impact angle of shot,

nd the impact number at given treatment duration. The extracted shot

ynamics were then imported into ABAQUS/explicit for simulating the

esponse of the target in terms of residual stress, surface roughness and

EEQ. Fig. 1 schematizes the DEM-FEM modeling procedure. 

.1. DEM-FEM coupling 

DEM records the motion of each single shot and its interaction with

he target, sonotrode, chamber and other shot. The position, velocity

nd acceleration of each shot are updated incrementally, with short time
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Fig. 2. The histogram frequency distribution of impact angle and vertical velocity from (a) the original dataset from DEM simulation and (b) subsample used for 

FEM input; The density distribution of impact angle and vertical velocity from (c) the original DEM simulation and (d) subsample used for FEM input. 
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ntervals. The input processing parameters for the DEM simulation con-

ain: the size and number of the shot, the vibration amplitude and fre-

uency of the sonotrode, and the height and radius of the chamber. In

EM simulation, the position and critical impact velocity of the shot are

ontinuously monitored and output. The output is what is used as the

nput in the FEM simulations. 

The detailed DEM modelling method is presented in our previous

ork [49] . We know that the distribution of the vertical velocity is de-

endent on the impact angle, while the tangential velocity is indepen-

ent of the impact angle and follows a normal distribution. The spatial

istribution of impact locations is uniform on the target and indepen-

ent to the impact angle and vertical impact velocity. 

As in our DEM simulations, the treatment duration is as long as 150

 and the accumulated impact number reached up to 270,000 over the

arget with a radius of 35 mm. In order to meet the population dis-

ribution, at least 5,000 impacts are needed, which is time consuming

nd impractical in FEM simulations. Since the impact number is large

nd the impact area is also large in DEM simulations, the challenge of

his work is to link DEM to FEM. The proposed methodology consists in

sing with a reduced impact number and a smaller impact area while

nsuring the sample distribution is consistent with the full population

rom the DEM study. 

In this work, because of the cost of simulation time, a reasonable

mpact number to be simulated in the FEM model is 200. These 200

mpacts should reflect and keep the same distributions of the full pop-

lation. From our DEM simulations, the case study, r20d346 (see Ref.

46] for details), is chosen. This case study has the following SMAT

rocess parameters: vibration frequency of sonotrode, 20kHz; vibration

mplitude of sonotrode, 25 𝜇m; shot diameter, 3 mm; shot number, 50;

istance of target- to- sonotrode; 38 mm; root mean square roughness of
he sonotrode surface Rq, 0.6 mm. Using the full data obtained from the

EM simulation, the histogram frequency distribution of the full popu-

ation for the treatment duration of 150 s is extracted after the steady

tate. The data is then discretized using bin widths of 10 degrees and

m/s, respectively, as shown in Fig. 2 (a). The histogram frequency of

ach bin times 200 (the impact number we planned to import into FEM),

nd then round the result, we can obtain histogram list. The histogram

requency distribution of FEM input sample, see Fig. 2 (b), can be ob-

ained from the histogram list. By comparing the density distributions

f impact angles and vertical impact velocity from the full population

see Fig. 2 (c)) and the FEM input sample (see Fig. 2 (d)), we can say the

EM input sample almost keep the same distribution of the full popula-

ion. 

The histogram list of vertical impact velocity V y , and impact angle 𝜃

or FEM input has been obtained according to the above method. Then

e need to assign the three velocity components, V x , V y , V z , and two

mpact position components, x and y , to each shot. Because vertical im-

act velocity V z and impact angle 𝜃 were two dependent variables, an-

ther independent variable was selected as azimuth angle, as shown in

ig 3 (a). According to Fig. 3 (b), then the two tangential velocities V x 

nd V y could be expressed as 

 𝑥 = 𝑉 𝑧 tan 𝜃 cos 𝜑, (1)

 𝑦 = 𝑉 𝑧 tan 𝜃 sin 𝜑. (2)

Since the spatial distribution of impact position, as well as the az-

muth angle were uniform and independent to impact angle and verti-

al impact velocity, we generated the 195 impact positions and azimuth

ngle data using RandomVariate command in Mathematica. 
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Fig. 3. (a) The definition of impact angle 𝜃 and az- 

imuth angle 𝜙; (b) The velocity decomposition to cal- 

culate two horizontal velocities V x and V y . 

Fig. 4. (a) The schematic view of the target in 

finite element simulation model; (b) mesh re- 

finement of the target at the impact area. The 

red squares in (a) and (b) represent the bound- 

ary of fine mesh region; (c) the bottom view 

and (d) sectional view of fine mesh at the bot- 

tom of the shot. 
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.2. Single impact model 

3D finite element models for single impact and multiple impacts

re developed in this work. The single impact model is used to opti-

ize the simulation parameters, such as mesh size and damping factor.

he multiple impact model is utilized to determine the proper target

ize and region of interest (ROI) size, and then to simulate the process

f SMAT. 

The 3D FE models are built using the commercial finite element soft-

are ABAQUS/ Explicit 6.14. To avoid the edge effect from the impact

ave, the target in our simulation is considered as a cylinder. The height

f the cylinder should be large enough to prevent the interference from

he bottom boundary. Meguid et al. [41] indicates that a height, H, at

east twice the value of the shot diameter, D, is suitable for different shot

elocities and multi-indentation problems. In our model, we use shot di-

meter D = 3, 4 and 5 mm. Thus, we adopt a target height of 10 mm.

he ROI, which has a finer mesh than the rest of the target, is chosen as

uboid rather than a cylinder, see Fig. 4 (a), to ensure mesh uniformity

nd to simplify the delineation of the impact area. The fine mesh zone,

hich has a dimension of 2 × 2 × 1 mm 

3 , is located in the center of the
ylinder surface. Shot is modelled as spherical body. To avoid the rota-

ional inertia difference resulting from the oblique impacts, we model

he full shot in our simulation. 

As indicated in Fig. 4 (b), the mesh closed to the impact area is much

ner to increase the resolution of the plastic strain distribution beneath

he surface in the fine mesh region and gradually the mesh becomes

oarser away from the fine mesh region to reduce the computation time.

s shown in Fig. 4 (c & d), the bottom region of the shot has the same

esh size as the impact area of the target to avoid sharp corner on the

pherical surface during contact. The bottom of the target is constrained

gainst all freedom degrees. The initial impact velocity and position of

hot are predefined. The element C3D8R, which is an 8-node linear brick

lement with reduced integration (with one integration point) and hour-

lass control, is used to discretize both the target and the shot. General

ontact is used as the criteria of contact and interface contact elements

re introduced using the penalty algorithm with an isotropic coulomb

riction coefficient of 0.2, which is a typical values for dynamic contact

 54 , 55 ]. 

By comparing rigid shot and elastic shot, we have found that the de-

ormable shot leads to a decrease in the residual stress and the depth of
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Fig. 5. (a) Residual stress profiles along the depth beneath the impact surface for different mesh sizes of the target; (b) Minimum residual stress for different total 

element numbers used in the model. 
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ompressive zone of the target. A considerable part of the impact energy

s absorbed by the deformable shot. Thus, an isotropic elastic material

roperty is used to simulate the shot behavior, with an elastic modulus

f 200 GPa, a density of 7900 kg/m 

3 , and a Poisson’s ratio of 0.29. For

he properties of the target, strain rate plays an important role in mod-

ling the distribution of residual stress and plastic strains during shot

mpact. Meguid et al. [41] studied the effect of strain rate by using rate

nsensitive and rate sensitive materials, and the result showed that the

train rate effect increased the maximum compressive residual stress

nd decreased the depth of the plastic zone. Thus, it is vital that the

onstitutive model used to model the deformation behavior of the tar-

et reflects the dependence of the hardening law with the plastic strain,

ut also describes the strain rate sensitivity of the yield strength. The

ohnson-Cook (J-C) material hardening behavior, which expresses the

ow stress as a function of plastic strain, strain rate and temperature,

s used here to model the plastic behavior of the target. The model pa-

ameters used for the simulations in this paper are the same as the ones

sed in our previous work [49] . 

Some model parameters, such as the mesh size, the radius of the tar-

et and the size of the region of interest (ROI), are optimized to achieve

 better accuracy and solution stability, while maintaining appropriate

omputational time. The radius of the target should be large enough

o prevent interference from the surrounding boundary. The size of the

OI should be reasonable to contain all the information of impacts on

he target. 

Convergence tests are conducted using different mesh sizes in the

ner mesh zone. The mesh size of both the target and the shot are kept

he same as explained previously. The results of this convergence study,

ee Figs. 5 (a) and (b), indicate that by using a mesh size of 0.04mm,

hich corresponds to a total element number of 164000, the model can

imulate the shot impacting process in a time effective way. Therefore,

he mesh size of 0.04mm is used for the rest of the work. 

In our work, the simulations are carried out such that a ball im-

acts the target surface once the previous ball has rebounded and the

esidual oscillations from the previous impacts have almost dissipated.

o achieve that goal, appropriate damping parameters are introduced

o prevent unnecessary long post-impact residual oscillations. If these

esidual oscillations are not reduced greatly before the next impact oc-

urs, they would accumulate resulting in solution instability. As indi-

ated in Ref. [ 41 , 56 , 57 ], the material damping is introduced as 

 = 𝛼𝑀 + 𝛽 (3)
here C is the damping matrix, M is the mass matrix, and K is the stiff-

ess matrix. The mass proportional damping coefficient, 𝛼, is effective

or low-frequency oscillations, while the stiffness proportional damping

oefficient, 𝛽, is effective for high-frequency oscillations. Referring to

ef. [57] , the stiffness proportional damping coefficient, 𝛽, is set as 0

 

− 1 . According to the ABAQUS Analysis User’s Manual [56] , the damp-

ng factor is given by 

= 2 𝜔 0 𝜉 (4)

here 𝜉 is the corresponding damping parameter, and 𝜔 0 is the lowest

requency. It can be determined by 

 0 = 

√ 

𝑘 

𝑚 

= 

1 
𝐻 

√ 

𝐸 

𝜌
(5)

here E is the target Young’s modulus, and 𝜌 is the target density, and

 is the target height. After a number of trial simulations, the mass

roportional damping factor coefficient is chosen as 515687.1 s − 1 , cor-

esponding to the model damping factor 𝜉 = 0.5. Fig. 6 shows the evo-

ution of the vertical velocity of the impact point on the target surface,

ithout and with using a damping parameter. The residual oscillations

re nearly dissipated after 10 𝜇s, thus, the following impact will occur

t 15 𝜇s after the previous impact. 

.3. Multiple impact model 

Python script is a way to automatically accomplish time-consuming

nd repetitive tasks in ABAQUS by varying parameters of a simulation.

o run the multiple impact jobs automatically, a code written in Python

s used to specify the locations and initial velocities of the shot. Separate

uns are executed for each impact. The deformation and stress state of

he target after previous impact are transferred to the target of next

mpact as an initial state. The effect of each impact on the target can

hen be investigated in detail. The time and RAM memory savings using

his method were demonstrated previously by Ghasemi et al. [53] . 

Since SMAT generates severe plastic deformations on the im-

act region, ALE (arbitrary Lagrangian-Eulerian) adaptive meshing is

sed. ALE adaptive meshing can usually maintain a high-quality mesh

hroughout a large deformation analysis where severe distortion occurs

y allowing the mesh to move independently of the material. The effect

f ALE was investigated in our study, and the results showed that ALE

ad little influence on the simulation results. Therefore, this adaptative

eshing technique is used for the multiple impact model. 
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Fig. 6. The vertical velocity of the node at the center of the indentation versus time (a) without using a damping factor and (b) with using a damping factor 𝜉 of 0.5. 

Fig. 7. (a) Schematic view of the different target regions defined in the impact surface of target. The grey circles represent the indents on the target caused by shot 

impacts; (b) Profiles of the average PEEQ along the depth beneath the impact for different region of interest (ROI). The ROI diameters are listed on the figure and 

the unit is mm. 
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In Fig. 7 (a), black circle is the boundary of the target. Blue square is

he fine mesh region. Green circle is the area containing the impact loca-

ions. Red dashed circle is the region of interest (ROI) in which surface

isplacement, PEEQ and residual stress profiles are calculated. When

he size of ROI is large, the edge of the region has low coverage rate,

he simulation result is smaller than the average value. When the size

f ROI is small, not enough impact are included, which decreases the

verage simulation result. The size of ROI is first determined. Analy-

es are conducted in which only the ROI was modified. All other pa-

ameters remain unchanged: radius of target surface = 7 mm, length

f the region of fine elements = 2 mm, impact positions (shot centers)

ocate in the circle with radius = 1 mm. Shot diameters were kept con-

tant at d = 3 mm. Fig 7 (b) shows the effect of the ROI on the cal-

ulated average PEEQ profiles after 200 impacts. The profile is deter-

ined by averaging PEEQs in all the elements of the ROI volume, by

lement layer. Average PEEQ profile is calculated by averaging PEEQ

alue in two different directions. We see that the maximum PEEQ and

urface PEEQ are not influenced by a change in ROI size. As the aver-

ge indent radius is 0.24 mm, it was decided to choose the radius of

OI as 0.75 mm to avoid the indent vacancies around the boundary
f ROI. e
The dimensions of the target can have a significant effect on the

umerical results. A parametric study is performed to investigate the

ffects of the target radius on the simulation results. The radius of the

arget should be sufficiently large to avoid the effects of boundary con-

itions on the residual stress state in the impact area. For this purpose,

argets with radius from 3 mm to 7 mm were chosen for the simula-

ions. It can be seen in Fig. 8 that the average PEEQ at each depth and

he average PEEQ on the ROI surface for target radii 5, 6, and 7 mm

re almost identical. Therefore, for the rest of the simulations a target

adius of 5mm is used to reduce simulation time. 

. Results and discussion 

The residual stress, equivalent plastic strain (PEEQ), surface cover-

ge and surface roughness are extracted from the multiple impact model

imulations. The average nodal residual stress and PEEQ at each depth

elow the impact surface, and the vertical displacement on the ROI of

he target are calculated with the Mathematica programming code. As

ndicated in the Ref. [53] , the residual compressive stress distribution

s independent of the measuring direction, only one direction is consid-

red. 
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Fig. 8. (a) Profiles of the average PEEQ along the depth beneath the impact surface with different target radii R; (b) Average surface PEEQ within the region of 

interest (ROI) with different target radii R. 
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The DEM output needed for the study is the impact coordinates x

nd y, and the impact velocity components V x , V y , and V z . By varying

his data and changing the sequence of the shot for the FEM model, the

ffects of the impact sequence on the FEM simulation results are investi-

ated. The average PEEQ at each depth and the surface topography are

ot influenced by the shot sequence after 200 shot impacts. 

.1. Evolution with impact number 

Treatment duration and shot number are important factors in SMAT

rocess, and they can be converted to impact number under a given

ondition of impact intensity. In order to investigate the evolution law

f surface roughness, compressive residual stress and PEEQ with treat-

ent duration, 400 impacts were imposed on the target. According to

he DEM simulation results, the spatial distribution of the impacts was

niform. The joint distribution of impact velocities and impact angles of

he 400 impacts were consistent with the result of the DEM simulations.

he shot size to study the effect of treatment duration is 3 mm. 

.1.1. Surface roughness evolution 

The surface of the target after SMAT is modified and one way to

ollow the change is to look at the evolution of the surface roughness. In

his study, the root mean square (RMS) roughness R q is used to describe

he surface roughness value. It is expressed as 𝑅 𝑞 = 

√ 

1 
𝑛 

𝑛 ∑
𝑖 =1 

𝑦 2 
𝑖 
, where y i 

s the vertical displacement of i th data point deducted from the mean

ertical displacement for all the data points. The initial roughness is

ssumed to be R q = 0. 

Fig. 9 shows the simulated RMS roughness and the indent cover-

ge of the target as a function of the impact number during the SMAT

rocess. The roughness value increased firstly with the impact number

ntil ~50 impacts (corresponding to a coverage of 93.7%), after which

he roughness value began to decrease and then stabilized to a con-

tant value after ~ 100 impacts (corresponding to a coverage of 100%).

his phenomenon was also found by Dai et al. [58] . During the increas-

ng roughness stage, the new impacts may occur on the areas already

eformed by prior impacts, which increases the vertical displacement.

uring the decreasing roughness stage, the entire surface has been cov-

red by indents, and the height of the pileup is reduced due to continued

mpacts. Finally, an equilibrium is achieved between the generation of

eaks and the removal of pileups. We compared the roughness simula-
ion results with the experimental data from Dai et al. [58] . Due to the

ifferent processing parameters of SMAT between the experiments and

ur FEM simulations, mainly due to the unknown conversion between

he experimental conditions to the impact number, we take the ratio

f treatment time to the time when the roughness approaches stable as

orizontal axis and the ratio of roughness to the stable roughness value

s vertical axis (shown in Fig. 9 (b)). The comparison of trends of sur-

ace roughness evolution shows a good agreement between simuation

nd experiments. 

.1.2. Compressive residual stress 

Fig. 10 (a) shows the average residual stress profile evolution for dif-

erent impact numbers. Compressive residual stress is created beneath

he surface of the target because of local plastic deformation. Moreover,

he thickness of the compression stress zone is defined as the depth at

hich the residual stress approaches zero. As Fig. 10 (b) shows, the thick-

ess reaches a first constant value after increasing sharply until 50 im-

acts (which corresponds to 93.7% coverage as shown on Fig. 9 ), and it

eaches a larger constant value after 175 impacts. The thickness of com-

ressive residual stress zone almost saturates after full coverage. The

aximum compressive stress appeared at a depth of roughly 0.08 mm.

his maximum value increases exponentially with impact number and

hen stabilizes after 275 impacts (corresponding to a treatment duration

f 228.4s). We compared simulation results of residual stress with the

xperimental data from Jiang et al. [59] . The residual stress curves be-

ween simuation and experiments shows similar tendencies (shown in

ig. 10 (c)). 

.1.3. Equivalent plastic strain 

Fig. 11 (a) shows the average PEEQ profile evolution for different im-

act numbers. The thickness of the plastic deformation zone is defined

s the depth that corresponds to PEEQ = 0.2%. Fig. 11 (b) shows the

ariation of the thickness of the plastic deformation zone as the impact

umber increases. It can be seen from the figure that the thickness of

he plastic deformation zone dramatically increases in the early stage of

MAT and then the rate of increment decreases and, according to the

rend, the thickness becomes stable for a high impact number (~ 325

mpacts, corresponding to a treatment duration of 269.9s). It is noted

hat the actual conversion between the number of impacts to the treat-

ent time may differ for different processing conditions, e.g., shot num-

ers, target area, container size and vibration intensity. However, such

 conversion can be obtained by carrying out a DEM simulation with
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Fig. 9. (a) The evolution of the surface roughness (the black curve) and coverage (the blue curve) with different impact numbers. The pink circles are the impact 

indents reflecting the coverage evolution. The 3D inset shows the rough surface of ROI after 400 impacts; (b) The comparison between experimental data from Dai 

et al. [58] , shown as scattered points, and FEM simulation for resulting surface roughness. The stable roughness and stable treatment time used for normalization 

are 80 μm and 60 sec for experimental data, respectively. 

Fig. 10. (a) Profiles of residual stress for different impact numbers; (b) variation of the thickness of compressive stress zone and of the maximum compressive stress 

as a function of the total impact number and (c) the comparison of residual stress vs. depth between experimental data from Jiang et al. [59] , shown as scattered 

points, and FEM simulation. 

t  

s  

d  

m

 

v  

a  

e

𝜎

w  

s  

o  

e  

c  

m  

[  

p  

p  

w  

s  

v  

o  

s

he corresponding operational parameters, as shown in [49] , to arrive

tatistical distributions in Fig. 2 . The maximum PEEQ is achieved at a

epth of around 0.04 mm. The evolution of average surface and maxi-

um PEEQ show an increasing trend but the growth rate is slowing. 

According to the Hall-Patch equation [60] : H v = 3 𝜎eq , the hardness

alue along the depth below the processed surface can be calculated

ccording to the Johnson-Cook (J-C) material hardening constitutive

quation used in our FEM simulation [49] : 

eq = ( 𝐴 + 𝐵𝜀 𝑛 ) 
[ 
1 + 𝐶 ln 

( 

�̇� 

�̇� 0 

) ] [ 
1 − 

( 

𝑇 − 𝑇 0 
𝑇 𝑚 − 𝑇 0 

) 𝑚 ] 
(6) 

here 𝜀 is the plastic strain, �̇� the strain rate, �̇� 0 the reference plastic

train rate, T the temperature of the target, T the melting temperature
m 
f the target, T 0 the room temperature, A the yield strength, B the hard-

ning modulus, C the strain rate sensitivity coefficient, n the hardening

oefficient and m the thermal softening coefficient. The values of these

odel parameters for the studied material can be found in the literature

49] . We further compared the hardness simulation result with the ex-

eriment data from Yin et al. [27] . Because of the difference of SMAT

rocessing parameters between the experiment and the DEM simulation,

e take the ratio of depth to the depth when the hardness approaches

table as horizontal axis and the ratio of hardness to the initial hardness

alue, H 0 , as the vertical axis (shown in Fig. 11 (c)). The comparison

f trends of hardness evolution shows a good agreement between the

imuation and experimental results. 
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Fig. 11. (a) Profiles of the PEEQ for different impact numbers; (b) variation of the thickness of the deformation zone, and of the maximum and surface PEEQ values 

as the function of the total impact number and (c) the comparison of hardness ratio between experiment data from Yin et al. [27] , shown as scattered points, and 

DEM simulation. The initial hardness, H 0 , and stable depth used for normalization are 3.3 GPa and 0.5 mm for experimental data, respectively. 

3

 

c  

v  

e  

t  

[

[  

e  

F

E

.2. The effect of the impact angle distribution 

Impact angle distribution plays an important role in the SMAT pro-

ess. Smaller impact angle causes a rougher surface, which has been

erified by experiments conducted by Maliwemu et al. [61] and Nordin
ig. 12. (a) The different distributions of impact angles from DEM, assuming only v

volution of surface roughness with increasing impact number; Evolution of (c) resid
t al. [62] . When simulating the process of SMAT, many researchers take

he impact angles all vertical to the target (similar to shot peening)

40] or treat the impact angle distribution as uniform from 0° to 90°

41] . From the DEM result, we know the impact angle in SMAT is either

qual to 0° or following uniform distribution. As illustrated in Fig. 12 (a),
ertical impacts and assuming a uniform distribution of the impact angles; (b) 

ual stress and (d) PEEQ with different distributions of impact angles. 
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Fig. 13. (a) The distributions of vertical velocity for different shot diameters; (b) the evolution of surface roughness with increasing impact number; the evolution 

of (c) the residual stress and (d) the PEEQ with different shot diameters. 
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hree cases with different impact angle distribution are investigated. To

nsure the total impact kinetic energies are the same during the FEM

imulations, the total velocity and position of each impact are kept the

ame in these three cases. 

Fig. 12 (b, c & d) show the effect of the impact angle distribution

n the simulation results. Fig. 12 (b) shows the evolution of the sur-

ace roughness with increasing impact number for different impact an-

le distributions. During the increasing stage of the surface roughness

alue, the vertical impacts has the greatest increasing rate, followed by

he DEM distribution and finally the uniform distribution. For the three

ifferent impact angle distribution, the roughness is the same after 50

mpacts. After 50 impacts, the surface roughness of both the DEM and

ertical impact distributions decreases and then increases slowly. How-

ver, the surface roughness of the uniform distribution decreases gradu-

lly and then increases again. We can see that the uniform distribution

as much higher final surface roughness than the other two distribu-

ions, so a broader impact angle distribution range increases the surface

oughness after full coverage, which corresponds to ~100 impacts. 

Fig. 12 (c) shows the evolution of the residual stress with different

istributions of impact angles. For the same impact number, the vertical

mpact distribution results in the largest residual stress and the deepest

ompressive zone. As the vertical impact distribution has the biggest av-

rage vertical velocity component, there seems to be a relation between

esidual stress and vertical velocity. 

Fig. 12 (d) shows the evolution of the PEEQ with different distribu-

ions of impact angles. For the same impact number, the vertical impact
 H  
istribution results in the largest PEEQ and the deepest plastic deforma-

ion zone. However, the vertical impact distribution has only the second

ighest surface PEEQ. As a result, we can conclude that larger vertical

elocity contributes the compressive deformation, and broader impact

ngle distribution (or larger average impact angle) causes larger shear

eformation on the surface. 

.3. Effect of the shot size 

According to the DEM simulation result, shot size doesn’t influence

uch the distribution of the impact angle, however, the average vertical

elocity decreases with increasing shot size, as illustrated in Fig. 13 (a).

ig. 13 (b) shows the evolution of the surface roughness with increasing

mpact number. A diameter of 4 mm results in the maximum surface

oughness. The surface roughness is much easier to achieve stable with

ncreasing impact number when the shot size is smaller. For the resid-

al stress evolution, as Fig. 12 (c) shows, a diameter of 4 mm results in

he maximum compressive residual stress and thickness of compressive

one, however, it has the minimum surface compressive residual stress.

or the PEEQ evolution, a diameter of 4 mm results in the maximum

EEQ along the depth from the surface and the maximum plastic defor-

ation zone. Concluded from above description, the surface roughness,

esidual stress and PEEQ do not monotonically increase with increasing

hot size. According to Cao et al. [43] , the shot diameter D and verti-

al impact velocity have a combined action on the surface roughness.

ence, in our analysis, shot size affects the distribution of impact ver-
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ical velocity and the shot size and impact vertical velocity distribution

ork together to affect the impact kinetic energy of the SMAT system,

hich affects the FEM simulation result. 

. Conclusions 

In this paper, a sequential DEM-FEM modelling method has been de-

eloped to simulate surface mechanical attrition treatment processes.

he proposed method makes use of the statistical results from DEM sim-

lations for shot dynamics, whereby simulations becomes more realistic

han if distributions of impact angle and velocity were assumed random.

he effect of impact number, impact angle distribution and shot size on

he treatment results have been investigated and discussed. According

o the results, the following conclusions can be drawn: 

1) Through a series of parametric study on the statistical distributions

of impact dynamics, we found that a broader impact angle distribu-

tion increases the surface roughness, and also decreases the residual

stress and equivalent plastic strain after full coverage. Whilst the or-

der of the impact sequence was also investigated, and it was shown

that the shot sequence has no effect on the simulation results. 

2) Using different shot sizes can introduce variations in distribution

of vertical velocity and resulting surface roughness. Our DEM-FEM

simulations shown that residual stress and equivalent plastic strain

of treated target are affected by the impact kinetic energy of the

SMAT system. 

3) The evolutions of the resulting surface profile, residual stress, plas-

tic strain and hardness have been demonstrated in the simulation.

With the increase of processing time, different development stages

of these surface properties can be captured, where the transitions can

be found for given coverages of shot impacts. These numerical pre-

dictions of mechanical properties have been further compared with

available experimental data, showing good qualitative agreements. 

The advantages of this proposed numerical framework have been

emonstrated by the capability of predicting time evolution of the sur-

ace properties during SMAT processes, relying on the material and ge-

metrical parameters, as well as, the operational conditions. This war-

ants future studies on optimizing the SMAT processes for tailored sur-

ace properties by implementing the sequential DEM-FEM method. 
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